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RESEARCH BACKGROUND RESEARCH PURPOSE

Word embedding of action verbs in recipes.
* To calculate similarities and differences between action verbs.
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m Q@- g . - “Cut” and “Cut into” have similar meanings but the later one indicates the
; it & shape of ingredients after being cut.
I . ezt B R - To be used for recipe retrieval or recipe automatic translation in the future.
- " Add less baking soda powderto |
ﬁ@ 2o : i - * Existing method: Word2vec |
' e kst 10 it e o Train word-embedding model by recipe text data and transform each
‘ IR o verb into multi-dimensional vector.
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- Given word embedding vectors of verbs, the similarity between two
verbs is computed by the cosine similarity of their embedded vectors.
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5,482,309 recipes in Chinese ® oroce
( source: https://www.haodou.com/recipe/1190778 )

Every procedural step is associated with an image. I "
The pairs of text and image in procedural steps are m

used in this research.
57,361,678 steps in total
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+ Word embedding by associated images. * Image clustering

(1) Clustering images into groups which consist of images of similar ° iCrLuaSgtgg ?Al s&: 64

style. , N S dataset into 20
(2) For each verb, calculating the probability distribution of the clusters by using
assouated images over clusters. k-means clustering re——
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i e Dataset Table 1: Top 20 Most Frequent Verbs
» Probability distribution of associated images indicates the meaning - #Recipe: 12,548 v — ey
of the verb. > #lmage: 48,164 2 ddin -
- Word segmentation and POS tagging by Jieba "] § g
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v3) oL@ - Distinct Verbs: 3,175 0w S
\ / - 341 verbs (10.7%) of which appeared 100 times or more. |, . i -
s taatlly A(Cut into > 1262 verbs (39.7%) appeared 2 to 9 times. 13 out BB
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Cluster ID N 5% Cluster 1D N “austerd  « Calculating how many of the top-n results given by our image-based method are
Not similar Similar also included in the top-10 results given by the word2vec method forn =1,
10.
 Image-clustring based probability distortion holds word semantics even under
COMPARISON OF METHODS nard dimension compression.
» Dimensional compression from 4096 to 20 using image clustering did NOt
. Ground truth: Word2vec cause performance deterioration.
> To evaluate whether the proposed method achieves word embedding which
represents word semantics as word2vec does. Table 5: Degree of Agreement with Text-Based Method JurPut n)
» We compared three ways to vectorize verbs. BiHsun
> Method 1 and 2 use the image vectors calculated from VGG16 and PCA . T T B L e o
- Method 3 uses the clusters of recipe images (proposed method). 300-vector | 10 13 17 21 24 27 29 31 35 39 2m(Cut nto)
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Viethod 1 output of ez [>Cyeetor » The top-10 results of the Word2vec method S 0 S
| and the method using the 20-dimensional ok
Method 2 output of Fc2 [ PCA _"' vectors for the 14 example verbs. = o %A A
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CONCLUSION
» Word embedding of action verbs using pairs of text and images in recipes. * Future work
+ Image-based word embedding achieves as good performance as Word2vec. > To evaluate our proposed method by manulally generated ground truth.
> Dimensional compression from 4096 to 20 using image clustering did not cause > To further research on the relevance between textual and visual data.
performance deterioration. = Not Only VerbS, bUt aISO eXtend the methOd to Other POS (eg adJ)

- Text-based similarity and image-based similarity of verbs are complementary to each  ° TOtO!ePkl)y our method for recipe auto-translation or recipe multi-lingual
other. retrieval.
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